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Abstract: - Quantum dot cellular automata (QCA) is one of the emerging technologies in the area of nano-
electronics and is found to be an attractive alternative to conventional CMOS technology for several reasons. 

However, there have been no reports in the literature so far on QCA implementation of conventional reversible 

gates. In this work, we propose a novel and systematic approach for the QCA implementation of conventional 

reversible gates. The proposed method utilizes universal nature of the majority gate for its operation.             
The combination of reversible logic synthesis and its QCA implementation proves to be a superior solution for 

side channel attack based on power analysis in security applications. This is mainly due to the negligible 

amount of power consumption in both reversible logic and QCA implementation. Hence in this work, a dual-
field adder, which plays a vital role in unified architectures of public-key crypto system, has been synthesized 

in reversible logic and implemented in QCA. 

 

 
Key-Words: - Quantum dot cellular automata, Reversible logic, Side channel attack, Nano-technology,  

                       Cryptography, Reversible gates. 

 

1  Introduction 

In the recent past, VLSI technology has achieved 

tremendous progress and technology nodes have been 
continuously shrinking down. As the typical feature 

size of CMOS VLSI has shrunk into deep submicron 

domain, nanotechnology is the next step in order to 

maintain Moore's law for several more decades. 
Nanotechnology not only improves the resolution in 

traditional photolithography process, but also 

introduces many brand-new fabrication strategies such 
as bottom-up molecular self-assembly. 

Nanotechnology is also enabling many novel devices 

and circuit architectures which are totally different 
from current microelectronics circuits such as quantum 

computing, nano-wire crossbar circuits, and spin 

electronics, etc. 

  
 Quantum-dot cellular automata (QCA) is one of the 

promising and alternative technologies to replace 

CMOS technology. A new paradigm for computing 
with cellular automata has been formulated in [1]. The 

conventional logical operations such as AND and OR 

are performed by QCA based gates in [2]. 
Implementation of digital logic architectures such as 

latches and shift registers have been discussed in [3]. 

Recently several adder structures have been proposed 

in QCA [4][5][6]. Ultra-low-power binary multiplier 

design based on QCA is reported in [7]. Reversible 
computing has emerged as a promising technology in 

low power applications.  

 
 The idea of reversible computing was discussed by 

Landauer [8] and Bennett [9], and further refined by 

Toffoli [10]. According to Landauer's research [8], the 

change in entropy associated with the loss of one bit of 

information is ln 2,  which thermodynamically, 

corresponds to an energy increase of  ln2,Bk T  where 

Bk  is Boltzman’s constant and T is the temperature. 

The heat dissipated during a process is usually taken to 

be a sign of physical irreversibility, that the 

microscopic physical state of the system cannot be 

restored exactly as it was before the process             
had taken  place. This classical computation can be 

done reversibly with no energy dissipated per 

computational step was discovered by Bennett in 1973 
[9]. Several reversible logic circuits have been 

proposed in the literature [11][12]. 

  Reversible logic synthesis has been done in an 
Arithmetic and Logic Unit (ALU) of a crypto-

processor to prevent differential power analysis attacks 

[13]. Montgomery multiplier has been synthesized 
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efficiently in reversible logic with the same intention 

of preventing power analysis attacks [14]. All these 
works have shown how to synthesize a circuit in 

reversible logic and their final results were given in 

gate level.  However, none of them have given any 
physical level implementation for reversible logic.     

In this work, a novel and straightforward approach is 

introduced for implementation of reversible logic gates 
in QCA. The proposed implementation makes use of 

the universal nature of majority gates. 

 

2  Reversible Logic Gates 

The traditional logic gates such as AND, OR and 

NAND are "irreversible" in the sense that their input 

cannot be retrieved from the output, since these gates 
realize logic functions that are not one-to-one. On the 

other hand, NOT is reversible since it realizes a one-to-

one function. A reversible gate is one that realizes a 
one-to-one logic function, hence it is in general, a 

many-input many-output gate [15].     

 

 A multiple-control Toffoli gate [10] 

1 2 1( , , , )m

mC NOT x x x   passes the first m   lines, 

control lines, unchanged. This gate flips the ( 1)thm   

line, target line, if and only if each positive (negative) 

control line carries the 1 (0) value. For 0, 1, 2m    

the gates are named ( ), ( )NOT N CNOT C  and 

( )Toffoli T  respectively. These three gates compose 

the universal NCT library. 

 

 A multiple-control Fredkin gate [16] 

1 2 2( , , , )mFred x x x   has two target lines 1 2,m mx x    

and m  control lines 1 2, , , .mx x x  The gate 

interchanges the values of the targets if the conjunction 

of all m  positive (negative) controls evaluates to 1 (0). 

For 0,1m   the gates are called ( )SWAP S  and 

( )Fredkin F  respectively. 

 

 A Peres gate [17] 1 2 3( , , )P x x x  has one control line 

1x  and two target lines 2x  and 3.x  It represents a 

2

1 2 3( , , )C NOT x x x  and a 1 2( , )CNOT x x  in a 

cascade.  

 

2.1 Ancilla and Garbage lines        

As mentioned earlier, the important condition for a 

reversible gate is that the number of input and output 

lines should be equal to each other. To make the 
specification reversible, input/output should be added. 

The added lines are called ancillae and typically start 

out with  0 or 1 constant. An output line that is needed 
to maintain reversibility is known as a garbage line 

[18]. 

2.2 Quantum Cost       

Quantum cost denotes the amount of effort needed to 

transform a reversible circuit to a quantum circuit. 

Table 1 shows the quantum cost for a selection of 
Toffoli and Fredkin gate configurations as introduced 

in [19] and further optimized in [20]. As can be seen, 

from Table 1, gates of larger size are considerably 

more expensive than gates of smaller size [21]. 

Table 1. Quantum Cost for Toffoli and Fredkin Gates 

No. of 

Control 
Lines 

Quantum 

cost of 
Toffoli Gate 

Quantum Cost 

of Fredkin 
Gate 

0 1 3 

1 1 7 

2 5 15 

 

3  Quantum-Dot Cellular Automata 

Quantum-dots are semiconductors or conductors in 

nanosize [22]. These quantum-dots consist of a few to 

several hundreds of atoms, which are spatially located 
in some arrangement. QCA offers a novel alternative 

to the transistor paradigm [23,24]. Quantum cells are 

the basic elements of QCA circuits. A simple quantum 

cell consists of four quantum-dots and two loaded 
electrons [25], as shown in Fig. 1. It is clear that the 

dots are the places where the charge can be localized. 

The two electrons will tend to occupy antipodal sites as 
a result of their mutual electrostatic repulsion. 

However, they can change their positions within dots 

as a result of tunnelling effect. This phenomenon takes 
place when the potential barrier separating the two 

quantum dots is low. However, tunnelling process into 

or out of a cell will be blocked severely. Consequently, 

two configurations are possible, which can be used to 
encode binary information, as shown in Fig. 2.  

 

 
 

 

 
 

 

 
Fig. 1. QCA Cell 
 

The numbering of quantum dots starts clockwise from 

the top-right dot. Polarization (P), which  represents 
the distribution form of electric charge in the four dots 

in each cell is defined as follows: 

 

   1 3 2 4

1 2 3 4

ρ +ρ - ρ +ρ
P =

ρ +ρ +ρ +ρ
        (1) 

 

 Quantum-dot

Tunnel Junction

Electron
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where 
iρ   indicates electric charge density at dot i.   

Because of Coulombic repulsion, electrons rest on the 

two extremes of diagonals in each cell. Considering 
iρ   

values in Eq. (1), it is concluded that P can only take 
values P = 1 and P = -1, which represent binary values 

"0" and "1" respectively. These two states are used for 

encoding binary data. When a polarized cell is placed 
in a line close to another cell, Coulomb repulsion 

between them makes the second cell to be in the same 

state as the first one and this causes electrostatic 
energy to get minimized in the charge configuration of 

the cells. This is how the state is propagating in a line 

of cells. Based on Coulombic interactions between the 

cells, basic QCA devices can be developed. 

 
 

 
 
 
 
 
 
 
 

Fig. 2. Representation of QCA cells in binary form 

 

3.1 Basic QCA Gate        
 

A very basic QCA gate is called majority gate or 

majority voter shown in Fig. 3. It can be proved that all 

other logical gates like AND, OR are implementable 
by majority gate [25,23]. The truth table of this gate is 

shown in Table 2. Fig. 4 and Fig. 5 shows how AND, 

OR gates are created by majority gate. Fig. 6 shows the 

structure of a QCA implemented NOT gate. But this 
basic QCA gate is irreversible in nature since it takes 

three inputs and produces only a single output. 

 
 

 

 

 
 

 

 
Fig. 3. The basic QCA Majority gate 
 

3.2 QCA clocking scheme        
 

An important thing about QCA information flow is the 

clocking scheme; that is to say for adjacent cells, in 

order to control the polarization reactions and effects, 
one should hold the polarization of the first cell fixed 

and lower the potential barrier of its adjacent cell in 

order to let the electrons of the adjacent cell relocate. 
This phenomenon should repeat over and over again to 

pass the information through cells. It has been shown 

that for a QCA circuit to function correctly, only four 

clocking zones are necessary. Each clock signal lags 

90  in phase with respect to the previous clocking 

[26]. The four clock zones are shown in Fig. 7. These 

four clock zones are also called as one clock sequence.  
 

 In QCA implementations, the power consumption 

of QCA circuits are mainly affected by clock signals. 

Therefore, in practice using a smoother clock, the 
power consumption will be very less but still it is data 

dependent. In order to remove the data dependency of 

power traces, Bennett clocking scheme can be used. As 
compared to its counterpart Landauer-clocked QCA 

circuit, Bennett clocking produces very low and very 

similar power traces for different inputs [27]. 

Therefore, by using Bennett clocking, the power 
dependence of QCA circuits on the inputs can be 

effectively removed making it impossible to perform 

power analysis attack [28]. 
 

 

 
 

 

 

 
 
Fig. 4. AND gate by using basic QCA Majority gate 

 
 
 
 
 
 
 
 
 

 
Fig. 5. OR gate by using QCA Majority gate 
 

Table 2. Truth Table of Basic QCA Majority Gate. 
 

A B C M(A,B,C) 

0 0 0 0 

0 0 1 0 

0 1 0 0 

0 1 1 1 

1 0 0 0 

1 0 1 1 

1 1 0 1 

1 1 1 1 

 

 
 
 
 
 
 
 
Fig. 6. QCA NOT gate 
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4  Proposed Method 
 

This section describes a family of reversible majority 
gates from Miller's gate [29]. As shown in Table 2, the 

output of the basic QCA majority gate M becomes 

high when majority of the inputs A, B and C are in 
high level. The boolean function of the basic QCA 

majority gate is given in Eq. (2). Since the number of 

inputs and outputs are not equal, this basic majority 

gate is irreversible in nature. 
 

4.1 Reversible Majority Gate 1 
 

In order to make the basic majority gate reversible, 

along with the present output, two more outputs are 

added in the basic majority gate. The boolean equation 
for the first added output Y is obtained by 

complementing the input signal A in the basic majority 

gate Eq. (2). Similarly the boolean equation for the 
second added output Z is obtained by complementing 

the input signal B in the basic majority gate Eq. (2). 

After adding two outputs, the number of inputs and 
outputs are equal and unique mapping is also achieved 

between inputs and outputs which makes the basic 

majority gate as a reversible majority gate [30] as 

given in Eq. (3). Hereafter this reversible majority gate 
will be referred as reversible majority gate 1. The truth 

table of the reversible majority gate 1 is shown in 

Table 3. From the truth table, it can be inferred that 
two different outputs are available at a time. If AND 

operation is taken from output X, then OR operation 

can be obtained through output Y and the vice versa is 

also true. 
 

4.2 Reversible Majority Gate 2 
 

The reversible majority gate 2 can be obtained by 

complementing inputs A and C as given in Eq. (4). In 

this gate also unique mapping is achieved between 
inputs and outputs shown in Table 4. From the truth 

table, it can be inferred that two different outputs are 

available at a time. If AND operation is taken from 
output X, then OR operation can be obtained through 

output Y and the vice versa is also true. The reversible 

majority gate 3 can be obtained by complementing 
inputs B and C as given in Eq. (5). In this gate also 

unique mapping is achieved between the inputs and 

outputs but only one output, either AND or OR can be 

used at a time, as shown in Table 5. Hence this gate is 
ignored for our discussion.  

 

M(A,B,C) = A.B+B.C+A.C    (2) 

 

 

X = A.B+ B.C+ A.C

Y = A.B+ B.C+ A.C   

Z= A.B+ B.C+ A.C







     (3) 

        
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 

Fig. 7. Clocking scheme of QCA circuits 
 
 

Table 3. Truth Table of Reversible Majority Gate 1 

A B C X Y Z Unique 

Mapping 

0 0 0 0 0 0 0 

0 0 1 0 1 1 3 

0 1 0 0 1 0 2 

0 1 1 1 1 0 6 

1 0 0 0 0 1 1 

1 0 1 1 0 1 5 

1 1 0 1 0 0 4 

1 1 1 1 1 1 7 

 

X = A.B+ B.C+ A.C

Y = A.B+ B.C+ A.C   

Z= A.B+ B.C+ A.C







   (4) 
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X = A.B+ B.C+ A.C

Y = A.B+ B.C+ A.C   

Z= A.B+ B.C+ A.C







   (5) 

 
 

Table 4. Truth Table of Reversible Majority Gate 2 

A B C X Y Z Unique 
Mapping 

0 0 0 0 0 0 0 

0 0 1 0 1 0 2 

0 1 0 0 1 1 3 

0 1 1 1 1 0 6 

1 0 0 0 0 1 1 

1 0 1 1 0 0 4 

1 1 0 1 0 1 5 

1 1 1 1 1 1 7 

 
 

Table 5. Truth Table of Reversible Majority Gate 3 

A B C X Y Z Unique 

Mapping 

0 0 0 0 0 0 0 

0 0 1 0 1 0 2 

0 1 0 0 0 1 1 

0 1 1 1 0 0 4 

1 0 0 0 1 1 3 

1 0 1 1 1 0 6 

1 1 0 1 0 1 5 

1 1 1 1 1 1 7 

 
 

 The reversible majority gate 1 is functionally 

similar to reversible majority gate 2 in terms of outputs 

X and Y. Only the third output Z is different in both 
gates and this output can be ignored since it does not 

give any useful logic functions. Since both reversible 

majority gate 1 and 2 are functionally similar, in this 
work, reversible majority gate 1 is considered for all 

our discussions.  

 
 The reversible majority gate 1 has got three inputs 

and two useful outputs ie. AND output and OR output. 

In order to make it as a two input reversible gate, the 

third input A is kept as a constant value and is pulled 
up to a high level. By doing so, a two input reversible 

AND gate and a two input reversible OR gate can be 

obtained. The QCA implementation of the reversible 
majority gate 1 is given in the next section. 
 

4.3 QCA Implementation 
 

4.3.1 Instrumentation and Parameters 
 

The QCA cell placement and simulation for all circuits 

discussed in this paper have been carried out in 

QCADesigner, version 2.0.3 [31]. The default 
parameters were used for simulation of QCA cells. 

Each cell has a height of 18nm and width of 18nm 

while the quantum dots have a diameter of 5 nm .Since 
all the cells are placed on a single grid, they have a cell 

centre-to-centre distance of 20 nm. 
 

4.3.2 Majority based reversible logic gate 
 

The basic majority gate can be implemented in QCA 

by placing nine cells as shown in Fig. 8. Out of four 

sides, three sides can be used for inputs and the fourth 
side gives the output. In each side, two cells are placed 

adjacent to each other in order to improve the stability 

of the basic majority gate. Three basic majority gates 
are cascaded to get the proposed QCA implementation 

of the reversible majority gate 1 as shown in Fig. 9. 

The polarization between the cells in all the three basic 

majority gates are synchronized by using a sequence of 
four clocks.  

 

 

 

 

 

 

 

 

 

 
Fig. 8. QCA implementation of basic majority gate 
 
 

 

 

 

 

 
 
 
 
 
 

 
 
 
 
 

Fig. 9. QCA implementation of proposed reversible majority gate 

 

 Input signals for all gates are applied at clock 0. In 

clock 1 and clock 2, signals are processed and the final 
output  of  all  the  three  gates  are available at clock 3.  

 

 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS P. Saravanan, P. Kalpana

E-ISSN: 2224-266X 311 Issue 10, Volume 12, October 2013



The proposed QCA implementation of reversible 

majority gate takes 4 clock cycles to generate its final 
output. Hence the latency is one clock sequence. The 

simulated output of the reversible majority gate is 

shown in Fig. 10. From the simulation output, we can 
infer that the proposed QCA implementation generates 

outputs of two different gates in output X and Y. The 

third output Z can be ignored since it does not generate 
any useful logic function. 

 
  
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
Fig. 10. Simulation response of proposed reversible majority gate 
 

 When input A is fixed at a constant value such as 

logic 0 then output X generates AND gate output and 

output Y generates OR gate output. Similarly when 

input A is fixed at a constant value of logic 1, then 
output X generates OR gate output and output Y 

generates AND gate output. By keeping one of the 

inputs at a fixed constant value, the proposed QCA 
implementation generates a reversible AND gate and a 

reversible OR gate output. Hence any one of the gate 

outputs can be used depending upon the requirement.   
 

5 QCA implementation of reversible gates 
 

5.1 CNOT gate 
 

The reversible CNOT gate takes two inputs say A and 

B and produces two outputs P and Q out of which one 

output P follows the input A and the other output Q is 
the XOR of the two inputs A and B. The XOR 

operation can be performed by the logic function AB' + 

A'B which has two AND gates and one OR gate. In 
order to  implement this gate in QCA, two reversible 

two input AND gates and one reversible two input OR 

gate is required as shown in Fig. 11. The reversible 

gate implementation of CNOT gate in QCA takes 3 
ancilla inputs, 6 garbage outputs and has a latency of 3 

clock cycles. The simulated waveform is shown in   

Fig. 12 where the valid output comes from the fourth 
clock cycle onwards. 

 

 

5.2 CCNOT gate 
 

The reversible CCNOT gate which is also known as 

Toffoli gate takes three inputs A, B, C and produces 

three outputs P, Q, R out of which two outputs P, Q 

follow the inputs A, B respectively and the third output 
is the conditional XOR of its inputs ie. R = A.B XOR 

C. In order to implement this gate in QCA, three 

reversible two input AND gates and one reversible two 
input OR gate is required as shown in Fig. 13. The 

reversible gate implementation of CCNOT gate in 

QCA takes 4 ancilla inputs, 8 garbage outputs and has 
a latency of 5 clock cycles. The simulated waveform is 

shown in Fig. 14, where the valid output comes from 

the sixth clock cycle onwards. 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

Fig. 11. QCA implementation of CNOT gate 
 

 

 
 

 

 
 

 

 
 

 

 

 
 

Fig. 12. Simulation response of CNOT gate 
 

5.3 FREDKIN gate 
 

The reversible FREDKIN gate also known as 

conditional SWAP gate takes three inputs A, B, C and 
produces three outputs P, Q, R out of which one output 

P  follows  the  input  A and the other two outputs Q, R  
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are nothing but the conditional SWAP of the inputs B, 

C based on the logic value in input A. In order to 
implement this gate in QCA, four reversible two input 

AND gates and two reversible two input OR gates are 

required as shown in Fig. 15. The reversible gate 
implementation of FREDKIN gate in QCA takes 6 

ancilla inputs, 12 garbage outputs and has a latency of 

5 clock cycles. The simulated waveform is shown in 
Fig. 16, where the valid output comes from the sixth 

clock cycle onwards. 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 
Fig. 13. QCA implementation of CCNOT gate 
 

5.4 SWAP gate 

 

The reversible SWAP gate takes two inputs A, B and 

produces two outputs P, Q which are nothing but the 
direct swap of its inputs ie. the input A is swapped to 

output Q and input B to output P respectively. In order 

to implement this gate in QCA, three CNOT gates are 

cascaded. Hence six reversible two input AND gates 
and three reversible two input OR gates are required as 

shown in Fig. 17. The reversible gate implementation 

of SWAP gate in QCA takes 9 ancilla inputs, 18 
garbage outputs and has a latency of 9 clock cycles. 

The simulated waveform is shown in Fig. 18, where 

the valid output comes from the tenth clock cycle 
onwards. 
 

 

 

 
 

 

 
 

 

 

 
 

 
 
 
Fig. 14. Simulation response of CCNOT gate 
 

5.5 PERES gate 

 

The reversible PERES gate takes three inputs A, B, C 

and produces three outputs P, Q, R out of which one 
output P follows the input A and the second output Q 

is the XOR of its inputs A, B and the third output is the 

conditional XOR of its inputs ie. R = A.B XOR C. In 

order to implement this gate in QCA, one CNOT gate 
and one CCNOT gate connected in parallel hence five 

reversible two input AND gates and two reversible two 

input OR gates are required as shown in Fig. 19.  The 
reversible gate implementation of PERES gate in QCA 

takes 7 ancilla inputs, 14 garbage outputs and has a 

latency of 5 clock cycles. The simulated waveform is 
shown in Fig. 20, where the valid output comes from 

the sixth clock cycle onwards. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 15. QCA implementation of FREDKIN gate 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 16. Simulation response of FREDKIN gate 
 

5.6. Dual-Field Adder 

 

Dual-field adder (DFA) is capable of performing 

addition, with and without carry. Hence it requires a 
normal full-adder with controlled carry generator. 

Addition with carry corresponds to the addition 

operation  in  the  field  ( )GF p while addition without  
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carry corresponds to the addition operation in the field 

of (2 ).mGF  It has an input called FSEL (field select) 

that enables the selection of the field. When FSEL = 1, 
the DFA performs the bitwise addition with carry 

which enables the prime field ( )GF p to do its 

arithmetic operations.  
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
Fig. 17. QCA implementation of SWAP gate 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

Fig. 18. Simulation response of SWAP gate 

 
 

 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
Fig. 19. QCA implementation of PERES gate 

On the other hand, when FSEL = 0, the output Cout is 

forced to 0, regardless of the values of the inputs. The 
output S produces the result of bitwise modulo-2 

addition of three input values which is nothing but the 

arithmetic in binary field (2 ).mGF  Since the Dual-

field adder performs arithmetic operations both in 

prime field ( )GF p and binary field (2 ),mGF  it can 

be used in the unified architectures of Galois field 

multipliers of crypto processors.   

 
 The Dual-field adder can be implemented in 

reversible gates by cascading two peres gates and one 

reversible two input AND gate as shown in Fig. 21. 

The reversible gate implementation of Dual-field adder 
in QCA takes 15 ancilla inputs, 30 garbage outputs and 

has a latency of 11 clock cycles. The simulated 

waveform is shown in Fig. 22, where the valid output 
comes from the twelfth clock cycle onwards. 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

Fig. 20. Simulation response of PERES gate 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
Fig. 21. QCA implementation of Dual-field adder 
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Fig. 22. Simulation response of Dual-field adder 

 

6  Performance Analysis 

The performance metrics of the QCA implementation 
are assessed in terms of Complexity (number of cells), 

required area, propagation delay (latency), number of 

ancilla inputs and garbage outputs. Table 6. gives the 

complete analysis results of all the QCA implemented 
reversible logic gates.  

 
Table 6. Performance Analysis of QCA implemented Reversible 

Gates 

Type 
Cell 

Complexity 
Area (nm) 

Latency 

(Clocks) 

Ancilla 

Inputs 

Garbage 

Outputs 

CNOT 552 1218x980 3 3 6 

CCNOT 976 2452x1200 5 4 8 

FREDKIN 1329 2555x1275 5 6 12 

SWAP 1730 3810x980 9 9 18 

PERES 1474 2452x2022 5 7 14 

DF 
ADDER 

3110 5850x2200 11 15 30 

 

 Considering the universal nature of reversible gates, 
CCNOT and FREDKIN gates are most often realized 

and used in reversible logic synthesis. But from the 

QCA implementation point of view, complexity of 
CCNOT gate is far better than FREDKIN gate in all 

aspects. So CCNOT gate is found to be the best 

candidate for reversible logic synthesis compared to all 
other gates. An example circuit named Dual-field 

adder has been synthesized using family of CCNOT 

gates and its performance has been analyzed and 

tabulated.  
 

7  Conclusion 

For the first time in literature, a novel QCA 

implementation has been proposed for reversible gates 
in this paper. All conventional reversible gates such as 

CNOT, CCNOT, FREDKIN, SWAP and PERES gates 

have been implemented in QCA and the simulation 

results indicate that CCNOT gate is more efficient in 
all aspects such as cell complexity, area, number of 

ancilla inputs and garbage outputs when compared to 

its counterpart FREDKIN gate. Hence CCNOT gate is 

found to be the best candidate for reversible logic 
synthesis in QCA implementation.  

 The combination of reversible logic synthesis and 

its QCA implementation can be a good countermeasure 
for side channel attack based on power analysis in 

security applications. A dual-field adder which plays a 

vital role in public-key crypto architectures has been 
synthesized in reversible logic and implemented in 

QCA. The proposed QCA implementation of dual-field 

adder takes 15 ancilla inputs, 30 garbage outputs and 

has a latency of 11 clock cycles. Currently, we are 
working on the QCA implementation of a complete 

crypto-processor in reversible logic. 
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